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Abstract 
As unmanned vehicles (UVs) become increasingly autonomous, the current multiple 

human to single vehicle ratio is likely to be reversed in that a single human operator may direct a 

team of UVs at the supervisory control level.  A single human operator supervising UVs in the 

context of a time-critical mission will require dynamic adaptation of the mission plan to account 

for emergent and unexpected events.  Such dynamic replanning can be aided by an automated 

planner (AP), capable of assisting the operator in generating mission schedules and adapting 

those schedules when the mission scenario changes.  Such automated decision support should 

help an operator evaluate the AP‘s proposed changes to the mission schedule in light of emergent 

events, as well as understand the potential consequences and benefits for enacting the proposed 

changes. While an AP should produce recommendations based on exogenous mission changes, 

the AP should also accept input allowing for human-automation collaboration, since humans 

may need to input parameters for which the AP cannot account.  To this end, this thesis describes 

an interface including a schedule management decision support tool (DST) designed to allow a 

single-operator to control multiple heterogeneous UVs performing a search and track mission.  In 

particular, the DST allows for the operator to both compare schedules generated by the AP and 

collaborate with the AP such that human input can be provided.  This Schedule Comparison Tool 

(SCT) contains configural displays which graphically show pertinent information common to all 

schedules in a manner that allows for efficient and effective decision making.  Two evaluations 

were conducted in order to examine and critique the interface which included examining 

cognitive processes of expected users and a functional evaluation of the interface‘s efficiency. 

The interface was shown to support a concise and effective presentation of large amounts of 

critical information, which allows for effective management of the search and track mission.  

The interface also supports mission functionalities more efficiently than a previously designed 

engineering interface. While increasing the accessible functions for an operator, actual 

interactions with the interface were reduced, on average, approximately 50%.  The work 

presented in this thesis also includes potential areas for future research. 

Thesis Supervisor: Mary Cummings 

Title: Associate Professor of Aeronautics and Astronautics  
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Nomenclature 
 

Acronyms 

AOI  Area of Interest 

AP  Automated Planner 

DST  Decision Support Tool 

NASA-TLX National Aeronautics and Space Administration Task Load Index 

SCT  Schedule Comparison Tool 

UV  Unmanned Vehicle  

UAV  Unmanned Aerial Vehicle 

UGV  Unmanned Ground Vehicle 

USAF  United States Air Force 

USV  Unmanned Surface Vehicle 

UUV  Unmanned Underwater Vehicle 
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Figure 1: Hierarchical Control for Multiple Unmanned Vehicles (Cummings, Bruni, Mercier, & Mitchell, 2007) 

 As technology advances, onboard systems will be increasingly automated, accompanied by cross-

platform forms of automated management for high-level aspects of the mission.  Current areas of research 

that can be incorporated into such UV systems include automated path planning, e.g., (Shanmugavel, 

Tsourdos, Zbikowski, & White, 2006), cooperative dynamic target tracking, e.g., (Zengin & Dogan, 

2006), and task assignment (Brunet, 2008). In all of these computational approaches, adding mission-

specific constraints and requiring multivariate optimization only further exacerbates mission complexity 

(Schumacher, Fulford, & Kingston, 2005), which is costly both in terms of computation efficiency, and as 

this thesis will demonstrate, human interaction.   

 Although utilizing high levels of automation can assist human operators in successfully 

performing missions while meeting various constraints in a time-pressured environment, increased 

automation has been shown to produce opacity, lack of feedback, and mode confusion (Billings, 1997) 

(Parasuraman, Sheridan, & Wickens, 2000).  These effects can seriously impact the success of a mission, 

but well-designed user interfaces have been shown to mitigate these detrimental effects. However, UV 

interfaces designed to represent pertinent information graphically in concise forms have been shown to 

produce better decisions and situation awareness for complex, time-critical missions (Brzezinski, 2008). 

 Understanding the current schedules of multiple UVs in order to replan them (including insertion 

of new tasks, and modifying and deleting current tasks) is an important cognitive requirement of multiple 

UV systems (Cummings & Mitchell, 2006) (Cummings, Brzezinski, & Lee, 2007). Automation can aid 
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operators in the schedule management task by generating complete schedules for each UV.  Such 

automation-generated schedules can guarantee all mission constraints are met and be generated at any 

time during the mission to account for emergent events. However, because automation is inherently brittle 

(Billings, 1997), human operator interaction is critical in ensuring the automated solutions are actually 

desirable, as automation of this nature has been shown to produce sub-optimal solutions (Vandermeersch, 

Chu, & Mulder, 2005).   

 Thus, as automation aids human operators in supervisory control of multiple UVs in dynamic 

mission environments, a primary task for the operator will be to analyze schedules produced by the 

automation and provide intelligent feedback.  In performing this task, it will be particularly important for 

operators to fully understand what the automation‘s proposed schedule has to offer over the current 

mission plan, and if it is possible to improve on the automation‘s proposal.  Operators may have difficulty 

understanding the consequences versus benefits of accepting such a proposed schedule.  Thus, decision 

support is needed to help multi-UV operators collaborate with automation at high-level mission 

management.  This thesis examines the human factors challenges of allowing a single human operator to 

supervise multiple UVs during a dynamic mission.  To understand interface requirements, an example 

interface will be presented and ways to improve on the example interface will be investigated. 

1.2 Problem Statement 

The primary question investigated in this research effort is whether a decision support tool that allows 

both a comparison of mission schedules and collaboration with an automated algorithm helps multi-UV 

operators supervise the mission and effectively manage the vehicle schedules. 

1.3 Research Methodology 

The problem statement was investigated via the following research objectives (each will be elaborated 

upon in subsequent sections): 

 Objective 1.  Develop a user interface for controlling multiple UVs in a previously-

developed multiple UV simulation environment.  Following a human-systems engineering 

approach, display requirements were generated through a cognitive task analysis (Chapter 3), 

and a resultant interface was developed to enable a human operator to interact with the 

simulator to control multiple UVs. 

 Objective 2.  Develop a Schedule Comparison Tool consisting of configural displays for 

viewing and comparing different schedules of multiple UVs.  Configural displays, defined 

in Chapter 2, were chosen for their ability to support efficient perceptual processes.  Deciding 
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between multiple, time-critical schedules necessitates displays requiring little contemplation 

to understand the information and make decisions.  A more detailed description of the 

resultant configural displays is given in Chapter 4. 

 Objective 3.  Evaluate the interface.  Human subject experiments were performed with this 

new interface, in comparison with a previously-existing human interface not explicitly 

designed to support cognitive requirements.  Chapter 5 details this comparison. 

 

1.4 Thesis Organization 

The remainder of this thesis is organized as follows: 

Chapter 2, Background, summarizes research done in the areas of autonomous multi-UV control 

and related human factors issues in interface design.   

Chapter 3, Cognitive Task Analysis, describes the hybrid Cognitive Task Analysis process and 

the requirements developed that guided the design of the decision support tools and interface. 

Chapter 4, Design, introduces the main interface and the Schedule Comparison Tool, a decision 

support tool.  The various human factors elements utilized in the design of the interfaces will be 

examined. 

Chapter 5, Cognitive Walkthrough, analyzes the cognitive processes required to perform the 

various functions of the interface. 

Chapter 6, Functional Comparison, compares the original engineering interface with the newly 

designed interface.  Overall functionality of the interfaces will be compared, concentrating on 

effectiveness and efficiency. 

Chapter 7, Conclusion, summarizes the motivation, objectives, and key findings of this research 

initiative.  Suggestions for future work are also provided. 

  



13 

 

 

 

 

 

 

Chapter 2: Background 

This chapter first introduces multi-UV research that is focused on completely autonomous control of 

multi-UV systems.  In addition, recent research on those human factors issues involved in adding a 

human into the highly automated multi-UV control loop will be discussed. This overview highlights the 

need for the development of decision support tools for multi-UV mission management.  Configural 

displays will be introduced as a method for graphically representing complicated information as a part of 

decision support tools.  Finally, research surrounding video game interfaces and their relationship to real 

world multi-UV mission management interfaces will be examined.  Because of the similarities between 

the two domains, multi-UV displays can be made to both look and function like video games interfaces to 

give users an intuitive environment for learning how to supervise a team of UVs. 

2.1 Fully Autonomous Multi-UV Research 

There has been much multi-UV research focused on controlling the autonomous vehicles with little to no 

human interaction.  Research on completely autonomous multi-UV control has included path planning 

(Shanmugavel, Tsourdos, Zbikowski, & White, 2006), cooperative dynamic target tracking (Zengin & 

Dogan, 2006), and real-time task allocation with moving targets (Turra, Pollini, & Innocenti, 2004).  In 

addition to the lower-level tasking of multi-UVs, other research has focused on higher level goals such as 

automated task assignment.  Completely autonomous multi-UV cooperative task assignment 

methodologies include quasi-decentralized (Ousingsawat, 2006) and decentralized (Alighanbari & How, 

2006) task assignment and genetic algorithms (Shima & Schumacher, 2005).   

A drawback common to these task assignment algorithms is that they frequently suffer from sub-

optimal mission plans (Vandermeersch, Chu, & Mulder, 2005).  Current systems utilize overly simplified 

representations of the mission environment with very limited abilities to update the system when changes 

occur.  Additionally, there have been very few efforts directed toward real-time mission replanning 
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algorithms for coping with emergent and unexpected events.  Current algorithms designed for satisfying 

time constraints for task assignments can be run during a mission to generate new plans.  These new plans 

accommodate some aspects of the changing environment, but a human operator would provide support 

for aspects of the mission not represented by the algorithm.  While human operators are critical in 

managing these automated planning and scheduling systems due to automation brittleness, they also need 

assistance from decision support tools because of the complexity involved in managing multi-UV mission 

plans and the required computation times. 

2.2 Human Factors Research in Multiple UV Control 

When studying a single human operator supervising multiple UVs, mission performance, operator 

workload, and situation awareness are principal concerns (Brzezinski, 2008).  Mission performance is a 

measure for how well the operator and UVs perform the mission.  Operator workload refers to the 

operator‘s capability to perform primary system functions (Wierwille & Eggemeier, 1993).  Situation 

awareness (SA), essentially the awareness of the operator, can be dissected into three levels (Endsley, 

1988).  Level 1 SA is the perception of elements in an environment within time and space.  Level 2 SA is 

the comprehension of the meaning of those elements.  Level 3 SA is using an understanding, of the 

current state to project future states. 

Research with regard to a single operator supervising multiple UVs has focused on how the 

operator is affected by the number of supervised UVs (Lefebvre, Nelson, & Andre, 2004) (Ruff, 

Narajanan, & Draper, 2002) (Nelson, Calhoun, & Draper, 2006), by different automation levels (Ruff, 

Narajanan, & Draper, 2002) (Nelson, Calhoun, & Draper, 2006) (Malasky, Forest, Khan, & Key, 2005) 

(Ruff, Calhoun, Draper, Fontejon, & Guilfoos, 2004), and by supervision from manned aircraft (Miller, 

Goldman, Funk, Wu, & Pate, 2000) (Howitt & Richards, 2003) (White, 2004).  However, little has been 

done to examine how to design a decision support tool to promote collaboration between the human and 

the automation in the replanning and schedule management tasks.  While Cummings et al. (2007) showed 

that a graphical decision support tool can improve operator performance in multiple UAV schedule 

management, this research only focused on independent UAVs, and did not account for the collaborative 

nature of intra-vehicle planning. The Adaptive Levels of Automation (ALOA) test bed (Nelson, Calhoun, 

& Draper, 2006) used an automated algorithm to present alternative routes for individual UVs to the 

operator.  Although individual UV routes can be important for certain mission types, the mission used for 

research in this thesis focuses on higher level schedule management goals, of which alternative routes are 

a subset.   
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2.3 Configural Displays 

Complex systems such as multi-UV control systems require operators to understand large quantities of 

abstract data while managing their workload.  One approach in designing a human-automation interface 

for such a complex task leverages novel information visualization techniques. Information visualization 

designs represent abstract data using visual elements in order to aid understanding (Shneiderman, 2005). 

They generally offer compact graphical representations of data rather than text-based displays which can 

be perceived and analyzed faster, thus potentially reducing workload.  Configural displays, a type of 

information visualization that is central to this research effort, are especially suited for time-pressured, 

multivariate decision making scenarios. As will be discussed in detail, configural displays support 

perceptual reasoning processes, which are significantly less costly than cognitive processes that require 

iterations across data sets to generate solution alternatives. 

Configural displays map several individual data variables into a single geometrical form, 

providing an integrated display of the information (Bennet & Walters, 2001).  As a data variable changes, 

the corresponding part of the geometrical form associated with that variable changes shape, providing a 

graphical presentation of changing system properties (Bennet, 1992).  Additionally, by integrating the 

data needed for comparison and computation into a common geometrical form, configural displays 

support the proximity compatibility principle (Wickens & Carswell, 1995).  Close display proximity can 

minimize dividing attention between analyzing pieces of information from more than one source and aids 

in mental integration, producing better understanding of the information. 

Configural displays support direct perception-action, which is when a display allows for direct 

perception of a system state, such that an immediate action can be identified.  Direct perception-action 

enabled the use of efficient perceptual processes instead of more cognitively demanding processes that 

rely on memory, integration, and inference (Gibson, 1979).  Designing interfaces to provide users with 

direct perception-action has been shown to improve performance in complex tasks (Buttgieg & 

Sanderson, 1991) (Sanderson, 1989) (Smith & Cummings, 2006), and also in UAV schedule management 

tasks (although in the independent vehicle case (Cummings, Brzezinski, & Lee, 2007)). The goal of this 

research is to extend those lessons learned in applying configural displays to UV schedule management to 

the multiple collaborative vehicle case with a global mission manager. 

2.4 Video Game Interfaces 

There has been a growing interest in designing interfaces for systems comprised of unmanned vehicles to 

resemble video game interfaces (Drury & Richer, 2006). Many current video games place the player in 
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the position of a military commander surveying a mission involving numerous simulated troops.  The 

player is given the ability to order these troops to perform various tasks, and the troops perform these 

tasks with varying levels of autonomy.  To ensure mission success, adequate situational awareness must 

be maintained throughout the entirety of the mission.  A video game‘s success hinges upon its ability to 

provide the player with pertinent information and effective controls in an entertaining manner.   

Research has shown that those skills promoted by such video games can produce superior 

performance (Green & Bavelier, 2003). In addition, research has shown that designing interfaces for 

controlling multiple autonomous robots to resemble those of current real-time strategy games gives both 

new and experienced users an intuitive way of observing and interacting with the system (Jones & 

Snyder, 2001).  Point and click operations allowed users to select robots and tasks, and pop-up dialogs 

clearly showed allowed actions.  Such systems have allowed new users to, with very little training, 

comfortably operate the robots.   

2.5 Conclusion 

Supporting an operator in supervising multiple UVs in a time-sensitive, dynamic mission is not an easy 

task.  Existing fully autonomous systems operate as black boxes with little room for input and little to no 

feedback (Brunet, 2008).  Integrating a human operator into such a system presents many challenges, 

especially in the area of schedule management.  The algorithms the system uses need to allow for operator 

input, but the complexity of such computational environments, including the number and relationship of 

variables, can quickly overwhelm an operator, particularly in a time-pressured setting. Thus, some kind of 

decision support interface is needed that simplifies the data representation through a graphical format and 

provides for intuitive interaction like that promotes effective video game strategies. 

 Towards the development of such an interface, the next chapter describes a cognitive task 

analysis of a system which utilizes multiple UVs to search for and track vehicles in an area of interest.  

The analysis results in display cognitive requirements needed for a successful interface. 
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Chapter 3: Cognitive Task Analysis 

This chapter presents the detailed analysis of the cognitive processes involved in managing multiple 

unmanned heterogeneous vehicles performing a search and track mission, assuming the existence of a 

centralized automated planner
1
.  The analysis was accomplished through a hybrid cognitive task analysis 

that was performed on the system in order to generate both information and functional requirements.  The 

concepts captured from this analysis are critical elements to any interface that will support multi-UV 

control with a focus on path-planning or replanning.  The hybrid CTA process is explained and the results 

are discussed below. 

3.1 Hybrid Cognitive Task Analysis 

An existing domain can be analyzed via a Cognitive Task Analysis (CTA) to generate design 

requirements for creating an interface that specifically focuses on operator cognitive needs  The CTA is 

described as ―the extension of traditional task analysis techniques to yield information about the 

knowledge, thought processes, and goal structures that underlie observable task performance‖ (Schraagen, 

Chipman, & Shalin, 2000).  A CTA traditionally requires analysis of existing systems and interviews with 

subject matter experts.  Unfortunately, for a futuristic system like the one examined in this thesis, no 

predecessor system exists nor are there subject matter experts.  Because of this limitation, a conventional 

CTA cannot be applied (Cummings & Guerlain, 2003).  The hybrid CTA was developed to specifically 

account for this constraint (Nehme, Scott, Cummings, & Furusho, 2006).  To compensate for the lack of 

subject matter experts and a predecessor system, the hybrid CTA takes the following steps to generate 

design requirements: 1) Generating scenario task overviews, 2) Generating event flow diagrams, 3) 

Generating situation awareness requirements, and 4) Generating decision ladders for the critical decisions.  

                                                      
1
 This system, called OPS-USERS (Onboard Planning System for UAVs in Support of Expeditionary 

Reconnaissance and Surveillance), represents a collaborative effort between MIT and Aurora Flight Sciences. 





19 

 

various constraints such as refueling, each UV has an onboard AP which constantly recalculates 

waypoints and refuel times.  When each UV‘s onboard AP performs these calculations, the resulting 

waypoints and refuel times are sent back to central command only to support the centralized algorithm‘s 

global view of the mission. 

The decentralized approach offers a more robust system by allowing UVs to periodically travel 

out of communication with central command.  The onboard AP‘s also off-load computational workload, 

allowing the centralized algorithm to produce quicker and more optimal schedules.  An example of the 

decentralized approach working to ensure UV safety is when unforeseen speed limitations force a UV to 

return to base to refuel before reattempting to travel to a location. 

Given the many tasks needed to be assigned, the centralized AP attempts to assign all the tasks in 

the order of priority as specified by the user.  The AP has been designed to accept modifications from the 

user.  Specifically, the user may input to the algorithm a particular task that the user wishes to be 

performed, essentially giving it highest priority.  The algorithm then computes a schedule based on the 

new priority. 

The schedules produced by the algorithm are often sub-optimal, because as an operator performs 

the mission, priorities can change, which may or may not be weighted correctly by the AP.  For example, 

the operator may want to search an area within the AOI for additional targets, but the algorithm may 

return schedules that only track already-found targets.  In this case, the operator has chosen to prioritize 

searching the AOI over tracking targets, but the algorithm has defaulted to tracking known targets. 

In terms of system and UV autonomy, the following assumptions apply: 

o The UVs are intelligent in the sense that they are capable of following the waypoints generated by 

the AP while avoiding obstacles. 

o The UVs are capable of searching for targets as they travel with no assistance. 

o The UVs are capable of intercepting and tracking a moving target. 

o All schedules proposed by the algorithm account for refueling. 

o Refueling is performed completely autonomously at the base location within the AOI. 

o The UVs are always in communication with each other and with central command. 
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Figure 3: A decision block in the event flow diagram 

 The first decision regarding the algorithm‘s schedule (D5) is a simple decision decided by the AP 

or the human.  From the AP perspective, given the current schedule and the latest proposed schedule, it 

can perform a simple comparison based on projected AOI coverage and percentage of targets tracked and 

make the decision based on a quantitative score.  The AP can then notify the operator to examine the 

proposed schedule. The operator can also elect to analyze the proposed schedule at any time, but for 

workload mitigation, the AP will alert the operator in the case of a possible better solution. Regardless of 

who makes the decision to reschedule, the operator enters the schedule management decision (D6) for 

further analysis of the schedules.  If the proposed schedule does not pass the initial, baseline comparison, 

the operator is directed to assess the various tasks present in the AOI and add tasks as needed until the 

proposed schedule is better than the current schedule. The schedule management decision (D6) will be 

discussed in greater detail below. 
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Figure 4: Decision Ladder with Corresponding Display Requirements 

 The detailed analysis of the cognitive processes involved and the knowledge states required in the 

decision making process leads to the development of functional and information requirements, that will 

be presented in a subsequent section. The next section address the situation awareness requirements 

generated from the event flow diagram and the decision ladders. 

3.5 Situation Awareness Requirements 

Situation Awareness (SA) can be generally defined as ―the perception of the elements in the environment 

within a volume of time and space, comprehension of their meaning and projection of their status in the 

near future‖ (Blanchard & Fabrycky, 1998).  This definition divides SA into three levels: perception, 

comprehension and projection.  Maintaining these three levels of SA is a critical aspect in successfully 

performing missions involving multiple UVs. 

 The first level of SA is the perception of information.  Efficient perception of the necessary 

information can produce correct mental pictures and efficient cognition of a scenario.  The second level of 

SA is comprehension.  Comprehension is the integration of multiple pieces of information and the ability 
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Table 3: Information Requirements with Corresponding Functions 

Functions INFORMATION 

SEARCH AOI 

- Show all UVs‘ locations and fuel values 

- Show all UVs‘ schedules 

- For all assigned tasks, indicate which UV will perform the task. 

- Show UV‘s sensor range 

- Show UV‘s obstacles 

- Show UV‘s range 

- Show all  search tasks‘ locations 

- Show when each task is scheduled to be performed  

- Show each task‘s priority 

- Show each task‘s window of start times 

- Show each task‘s allowed UVs 

TRACK TARGETS 

- Show all targets 

- Indicate how long a target has been lost. 

- Show all targets‘ last known position and last known heading 

- Show best estimation for where each target is likely to be and where UVs have already 

searched. 

MANAGE 

SCHEDULE 

- Efficient visualization for comparing schedules – specifically each schedule‘s ability to 

cover the AOI and each one‘s ability to track all targets. 

- Specifically show tasks unassigned by a particular schedule. 

- Indicate that a schedule has been accepted. 

- Indicate which task has been queried to the AP. 

- Indicate that the AP has been queried. 

- Show specifically how the schedule changes as a result of assigning a particular task. 

 

3.7 Summary 

The hybrid CTA details the functional and information requirements that any interface must support in 

order for an operator to successfully complete a multi-UV search and track mission with embedded 

automated planners.  The next section presents a proposed conceptual interface designed for this research 

initiative, and shows exactly how the various requirements generated from this analysis have been 

incorporated into the interface. 

  




























