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ABSTRACT 
Simultaneously controlling increasing numbers of robots requires 
multiple operators working together as a team. Helping operators 
allocate attention among different robots and determining how to 
construct the human-robot team to promote performance and 
reduce workload are critical questions that must be answered in 
these settings. To this end, we investigated the effect of team 
structure and search guidance on operators’ performance, 
subjective workload, work processes and communication. To 
investigate team structure in an urban search and rescue setting, 
we compared a pooled condition, in which team members shared 
control of 24 robots, with a sector condition, in which each team 
member control half of all the robots. For search guidance, a 
notification was given when the operator spent too much time on 
one robot and either suggested or forced the operator to change to 
another robot. A total of 48 participants completed the experiment 
with two persons forming one team. The results demonstrate that 
automated search guidance neither increased nor decreased 
performance. However, suggested search guidance decreased 
average task completion time in Sector teams. Search guidance 
also influenced operators’ teleoperation behaviors. For team 
structure, pooled teams experienced lower subjective workload 
than sector teams. Pooled teams communicated more than sector 
teams, but sector teams teleoperated more than pool teams.  
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J.7 [Computers in Other Systems] 

General Terms 
Experimentation, Human Factors 
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1. INTRODUCTION 
Enhanced autonomy makes it possible for one operator to control 
multiple robots. It releases an operator from manually controlling 
each robot and makes it possible to do tasks requiring monitoring, 
coordination, and complex decision-making. However, the 
required cognitive load for controlling multiple robots could 

easily exceed that of a single operator, even with higher levels of 
automation. Teams are increasingly called upon to perform 
complex cognitive tasks that are less efficiently done by, and 
sometimes cannot be accomplished by, an individual. Although 
teamwork may impose extra workload related to coordination and 
communication, teams have the potential of offering greater 
adaptability, productivity, and creativity than any one individual 
can offer. Moreover, teams can provide more complex, 
innovative, and comprehensive solutions [5].  

Unfortunately, the benefits of teamwork do not always occur 
naturally, and teams can fail for many reasons [14]. Factors such 
as poor combination of individual efforts, a breakdown in internal 
team processes (e.g., communication), and improper use of 
available information have been identified as potential sources of 
team failure [15]. In addition, when people collaborate with 
autonomous systems, system complexity inevitably increases, and 
automation can change the way people coordinate with each other 
[12]. To enable collaborative human-automation team 
interactions, we must therefore understand the nature of such 
teamwork, including outcomes, processes and dynamics.  

Teaming difficulties in controlling multiple robots lead to the 
following research questions. First, is it possible to design 
automated decision support tools to improve performance and 
reduce workload when controlling multiple robots? Second, how 
does the organization and structure of team members affect 
performance, workload and communication?  

The remainder of the paper proceeds as follows. In Section 2, we 
review related work. In Section 3, we introduce the research 
questions and describe an urban search and rescue experiment, 
including the testbed and experimental procedure. In Section 4, 
we describe the statistical results from the experiment. In Section 
5, we summarize and discuss the results. 

2. RELATED WORK 
2.1 Allocating Attention across Multiple 
Robots  
Controlling multiple autonomous robots is complex. When 
supervising a team of robots in a time-critical situation, the time 
and attention resources of operators are limited since operators are 
known to process complex tasks in a serial fashion [16]. As a 
result, there is a temporal opportunity cost associated with each 
task, and an implicit cost-benefit analysis that operators must 
perform in order to best allocate their attention across competing 
tasks. In the neglect tolerance model [3], an operator interacts 
with one robot for a period called Interaction Time (IT), then 
neglects it for a period called Neglect Time (NT) to interact with 
other robots before the first robot must be revisited to maintain 
performance. The number of independent homogenous robots that 
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a single operator can control is calculated by NT/IT+1. Further 
studies showed that the number of robots an operator can control 
is affected by other factors such as the nonlinear increasing 
complexity [9] and switching cost between robots [2]. 

Previous work in automated visual search task allocation for 
single operator-multiple unmanned vehicle environments by 
Bertuccelli et al. [1] has shown that automated search guidance 
can improve operator performance in terms of overall mission 
probability of detection and lower workload by influencing 
switching times. This form of search guidance was hypothesized 
to be beneficial also in the context of team scenarios, where 
resources were distributed across operators, who could benefit 
from recommendations for when to switch to new search tasks. 

2.2 The Role of Team Structure 
Team structure is another important factor hypothesized to affect 
team effectiveness for the search and rescue setting [8].   Team 
structure can be described as the work assignment and 
communication architecture. Work assignment is the “manner in 
which the task components are distributed among team members” 
[13]. How the team is structured is closely related to 
communication, coordination and team performance. 

The team structure that is suitable for a specific scenario largely 
depends on the task characteristics and resources available [11]. 
For a team of operators working together with multiple 
homogeneous unmanned vehicles, two possible ways to organize 
the vehicles are as Sectors or as a Shared Pool [7]. In the Sector 
condition, each operator controls a portion of all the vehicles. In 
the Shared Pool condition, operators share the control of all the 
robots and service them as needed. Sector assignment, which is 
how modern day air traffic control is architected, can reduce the 
number of robots the operator must monitor and control. 
However, the Shared Pool condition offers a more flexible 
scheduling advantage of load balancing since any operator in the 
team can service any robot as needed. In addition, for monitoring 
applications, the Shared Pool offers a redundant observer 
advantage, such that a second operator with partially overlapping 
perceptual judgments may detect victims missed by the first 
operator. 

Coordinated action lies at the heart of effective team performance. 
Communication is an important method of explicit coordination. 
It also relates to building an accurate understanding of team 

members’ needs, responsibilities, and expected actions [11]. 
Communication also requires cognitive and attention resources, 
and may be hindered because the environment has become 
stressful and team members focus on their individual tasks rather 
than on how those tasks affect other team members [15]. 

Previous research by Lewis and Wang et al. [8] investigated the 
effect of autonomous path planning versus manual control and 
team structure in a Urban Search and Rescue (USAR) setting. 
They found automating path planning improved system 
performance but it may weaken situation awareness. For team 
structure, no significant difference on performance was found, but 
teams that shared the control of all robots had slightly lower 
workload. 

Using a similar experiment setting, we investigated similar issues 
including 1) Understanding the role of automated search guidance 
on operator and team performance, workload and communication 
when controlling multiple robots, and 2) Understanding the role of 
team structure on overall mission performance, subjective 
workload, and working process.  This experiment is detailed in the 
next section. 

3. EXPERIMENT DESIGN 
3.1 Testbed 
USARSim, a robotic simulation performing Urban Search and 
Rescue (USAR) tasks [10], was used to provide the underlying 
simulation for the testbed. MrCS (Multi-robot Control System), a 
multi-robot communications and control infrastructure with an 
accompanying user interface was used as the control interface. 
MrCS provides facilities for starting and controlling robots in the 
simulation, displaying camera and laser range finder output, and 
supporting inter-robot communication through Machinetta, a 
distributed multi-agent system developed at Carnegie Mellon 
University [4]. Figure 1 shows the elements of the MrCS 
displayed on a dual display computer. Thumbnails of robot 
camera feeds are shown on the left screen. A video feed of interest 
is on the top left of the right screen. Under the video feed, a GUI 
element in the bottom left allows teleoperation and camera pan 
and tilt. The right shows the current area map and allows 
operators to mark the location of victims. 

 

 
Figure 1: Interface for operating vehicles 


