Global order and the (mis)perception of powerful AI

M.L. Cummings

There is currently significant worldwide concern that advances in artificial intelligence (AI) could significantly shift the center of military power from the United States (US) to other countries with less democratic principles like China or Russia. A fundamental issue with such discussions is the assumption that AI is actually advanced to the point of dramatically changing how militaries operate, which it may not be. However, it is not clear whether the achievement of such advances is actually important, as it may be to a country’s advantage to act as if it has advanced AI capabilities, which is relatively easy to do. Such a pretense could then cause other countries to attempt to emulate potentially unachievable capabilities, at great effort and expense. Thus, the perception of AI prowess may be just as important as having such capabilities.

To further examine such issues, the first question that must be asked is, “What successes AI has achieved, both in commercial terms as well as for militaries worldwide?” To answer this question, AI must be defined more precisely. For the purposes of this effort, AI is defined per the Oxford definition as “the theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.”

Given this definition, in the commercial world there has been qualified success across many of these elements. AI has dramatically improved voice recognition, which is now a mainstay of commercial businesses (Brynjolfsson and McAfee 2017). Other successes are more muted. While it is true that computer vision has improved over the past 10 years, particularly for object recognition, the brittleness of underlying machine learning approaches has also become more evident over time.

Figure 1 illustrates the brittleness of computer vision using a deep learning AI algorithm. In three examples, a typical road vehicle (school bus, motor scooter, firetruck) is shown in a normal pose, with 3 other unusual poses, along with the probabilistic estimates of what the underlying computer vision algorithms see. These results demonstrate that this form of AI is unable to cope with different presentations of the same object, and this is well-known problem in driverless cars. Computer vision problems have been cited as contributing factors in many fatal Tesla crashes (Crowe 2016, Risen 2016) and the death of a pedestrian by an Uber self-driving car (Griggs and Wakabayashi 2018).

The other major area where AI has been heralded as amazingly successful in commercial settings is in game playing, specifically the TV game show Jeopardy and the board games of Alpha Go and Chess (Reddy 2017). While this may seem to be a breakthrough for AI-enabled decision making, the reality is more mundane. Such successes were achieved because the domains of games are deterministic, which means that the number of moves or the number of choices that can be made are known, albeit numerous. Computers excel over humans when searching a large space of known options. Where AI is decidedly much less capable is in the presence of uncertainty or in drawing abstract conclusions that require judgment under uncertainty (Cummings 2014). Indeed, Watson, the decision-making engine behind the Jeopardy AI success has been deemed a general failure when it was extended to medical applications (Strickland 2019). Alphabet’s DeepMind medical AI is also facing similar questions (Lu 2019).
The inability of AI to handle uncertainty raises serious questions about its success in military settings. The fog of war is the definition of uncertainty and any AI-based system that has to reason about dynamic and uncertain environments is likely to be extremely unreliable, especially in situations never before encountered. Unfortunately, this is exactly the nature of warfare.

So, given the degrees of commercial success of AI, how has AI fared in military settings? There are very few actively deployed military systems that rely on AI. Drones, aka unmanned aerial vehicles, have advanced automated flight control systems but rely on rules-based coding to operate with no AI as defined above. The Tomahawk missile system, which is over 30 years old, uses primitive AI to match digital camera scenes from its onboard camera to images in its database as it flies close to the earth (Larson 1990). While it is highly accurate, it cannot respond to dynamic scene changes and cannot cope with uncertainty.

Automated target recognition such as that in the Tomahawk missile is an area that the US military is keen to use AI to improve. Such a capability would allow weapons systems to detect and potentially destroy targets on their own in real time. While no military publishes exact statistics about such weapons systems, current reports suggest that little progress has been made in this area (Ratches 2011, Boulanin and Verbruggen 2017), undoubtedly due to issues with computer vision as illustrated in Figure 1.

![Figure 1: A deep learning algorithm prediction for typical road vehicle poses in a 3D simulator (a) and for unusual poses (b-d). The computer’s estimate of its probability of correctness follows the algorithm’s label of what it thinks the object is (Alcorn, Li et al. 2018).](image)
Some consulting groups like Deloitte suggest that the best use of military AI is in readiness development due to known weaknesses in AI. Indeed, using AI to analyze intelligence like satellite images, acoustic data, and logistics information may be able to improve the planning process to better prepare troops for warfare (Strickland, Mariani et al. 2019). This kind of AI-as-a-support-tool approach is quite different than the AI-driven weapon-toting killer robots envisioned by some (Human Rights Watch 2012, Future of Life Institute 2015).

Despite the fact that AI has not been as successful in either military or commercial settings as many people think, it is entirely possible that the perception of having all-powerful AI may be just as important as the existence of all-powerful AI. A major factor driving the perception of who has the most advanced AI is who spends the most on AI. Alphabet has spent more than $2B on DeepMind, which has a reputation as one of the most advanced AI companies in the world. However, DeepMind has produced very little in terms of revenue, and beyond successes in its playing of deterministic games like Alpha Go, DeepMind’s supposed successes have been questioned (Marcus 2019, Powles 2019).

The questionable successes of AI matter in the international arms race because there is significant concern that China is outpacing the US in AI applications. But given the significant weaknesses of current AI development, the question must be asked, “Is China really ahead of the US in AI development or has the AI overhype and well-placed demonstrations made us perceive that China is ahead, and what are the ramifications of such a misperception?”

The practice of claiming to have all powerful AI without having actual AI-driven systems is currently an issue in the commercial world vis-à-vis driverless cars. Companies developing driverless cars must rely on humans to significantly augment the computer vision systems through data labelling, which means humans must tell the car what it is seeing (road, bush, pedestrian etc.), with the hope that after enough examples, the car will “learn” these relationships on its own. Figure 1 illustrates just how problematic this approach is and as a result, companies have missed all promised self-driving car deployments (Dennis 2019). To date, no company has demonstrated the ability for sustained driving operations without a safety driver behind the wheel.

This practice of “fake-it-‘til-you-make-it” is well known in Silicon Valley and has shown up in other commercial settings like smart email, where hired employees have edited peoples’ actual emails to make them think AI accomplished the task, and in voice-to-text translation where call center employees acted as transcription AI (Solon 2018).

The ramifications of the “fake-it-‘til-you-make-it” culture in driverless cars has led to inflated and unrealistic expectations that are driving a hypercompetitive first-to-market race, which is quickly becoming prohibitively expensive. More than $100 billion has been spent on driverless car development (Eisenstein 2018), with no end in sight due to the significant problems with computer vision as illustrated in Figure 1. Because of spiraling costs, there have been several company consolidations and partnerships in recent months and there is speculation that many will not survive (Masters 2019). The automotive industry’s top investor at Soft Bank has stated “The risks are so big and opportunities so massive that there will be few players that have intellectual capital and financial capital (Weinberg, Tilley et al. 2019)...

Investments in military AI are escalating just as they are in commercial applications, fueling the concern that China may be outpacing the US in military AI prowess. Indeed, just as the US countered the Soviet Union’s conventional military through outspending, particularly in terms of technological advancements, China may be doing the very same to the US through AI investments (Work and Gran 2019).

There is one critical difference in this historical comparison in that physical military systems are tangible illustrations of advancements whereas claims of advanced AI are much harder to verify. For example, in the Cold War, the US Navy was building up to 600 ships (compared to ~400 ships today) and the presence of such ships in ports around the world communicated progress towards this goal. Claims of superior AI are much harder to verify since
they are software-based and as discussed previously, it is not obvious in any AI demonstration whether the results are real, or that team of humans are actually driving the success of an AI system in a Wizard-of-Oz fashion.

Going forward, it is imperative for governments to monitor developments in military-related artificial intelligence, especially for weapons systems and in cybersecurity. However, it is equally important that they arm themselves with the capabilities to detect inflated or faked claims, so as not to invest large sums of money developing a counter-capability to a non-existent threat. Just as in ballistic missile defense where the Chinese use balloons to look like incoming threats to draw scarce counter-missile resources, humans must be able to detect when AI is a balloon or an actual threat in order to determine the most timely and cost-effective response.
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